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ABSTRACT: 

Big data refers to the data is which is voluminous with other characteristics like velocity and variety. 

By mining big data it is possible to have comprehensive business intelligence that can be used to 

make well informed decisions. Enterprises in the real world have been using data mining. However, 

for full fledged business intelligence and accurate decision making, it is inevitable to make use of big 

data analytics. This will give them competitive advantages. Towards this end in this paper we make 

use of big data mining with Hadoop which is one of the distributed programming frameworks. We 

proposed a model that characterizes big data. We built a prototype application that demonstrates the 

mining of big data for actionable knowledge. The empirical results revealed that our application is 

useful for mining business intelligence from big data. However, the prototype is simple and it can be 

extended in future to support many algorithms that can be used to mine patterns that were not known 

earlier.  
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INTRODUCTION:  

Big data can create value in terms of transparency, experimental analysis, business intelligence, real 

time analysis and decision making, and computer-assisted innovative solutions. Big data mining can 

improve prediction or forecast accuracy that adds big value to businesses. Internet communications, 

social networks, human digital universe, web search engines are some of the applications that 

produce Big data. The existing techniques such as machine learning techniques, unstructured data 

analytics, visualization, data mining, cloud computing, graph and mesh algorithms, and joining 

algorithms do not scale to processing Big data in Zettabytes. Big data can bring about many 

advantages such as increasing operational efficiency, strategic planning, better customer service, 

identifying customer needs, enhanced customer experience, identifying new markets, penetration into 

new markets, complying with regulations, and others. The knowledge discover process in big data 

mining includes phases such as data recording, data cleaning, dat analysis, data visualization and 

interpretation, and decision making. Big data techniques that bring abut these advantages can be 

classified into mathematical techniques, data analysis techniques, and Big data applications. With 

respect to stream processing Big data tools available are Storm, S4, SQL Stream Server, Splunk, 

Apache Kafka and SAP Hana. Figure 1 conceptually shows big data.  
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Fig. 1 – Big data is measured in Peta bytes or higher 

 

To process big data Hadoop is used. Hadoop is one of the distributed programming frameworks that 

are widely used in the real world. It is based on the new programming paradigm named “Map 

Reduce”. Bu et al. [9] studied distributed programming frameworks and proposed a new framework 

known as Haloop which a variant of Hadoop. Haloop extends the capabilities of Map Reduce with 

additional features like task scheduler, loop awareness and cashing. The frameworks like Hadoop & 

Haloop provide scalable solutions that help in processing Big data. Hadoop is being used by 

companies like Google, Yahoo and Facebook. 

In Hadoop Map Reduce is used. Map Reduce is a new programming paradigm for big data mining. It 

has two phases. In the first phase, for each chunk a Mapper reads data, computes it and returns a list 

of key/value pairs. In the second phase of Map Reduce, a Reducer combines values pertaining to all 

distinct keys and the result is returned. In this context securing mappper in presence of untrusted 

mapper is an important approach to avoid security issues in big data processing. When mapper is 

compromised, it can produce unwanted output. Securing mapper is the challenging task that can help 

secure big data mining. Enterprise are producing huge amount of data every day. The data is grown 

exponentially and characterized by volume velocity and variety. Mining such data provides accurate 

business intelligence. When some part of data is mined, the knowledge obtained may not have 

complete ability to make decisions. The ability to make accurate decisions is possible when whole 

data is processed and come up with trends or patterns that show interesting facts useful for 

businesses. In this process there are security implications when subjected to Map Reduce 

programming. When mapper is compromised it is possible to get unrelated results. Adversaries can 

compromise mapper part of the new programming paradigm which is widely used in the real world 

now.  When the opportunities and security implications are of big data mining are known it is 

possible to take well informed decisions. This is the motivation behind taking up this work.  

In this paper we characterize big data and built a prototype application to demonstrate the mining of 

big data in order to discover actionable knowledge. The remainder of the paper is structured as 

follows. Section II provides a review of literature Section III presents the proposed implementation 

and results. Section IV concludes the paper.  
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RELATED WORKS:  

On the level of mining platform sector, at present, parallel programming models like Map Reduce are 

being used for the purpose of analysis and mining of data. Map Reduce is a batch-oriented parallel 

computing model. There is still a certain gap in performance with relational databases. Improving the 

performance of Map Reduce and enhancing the real-time nature of large-scale data processing have 

received a significant amount of attention, with Map Reduce parallel programming being applied to 

many machine learning and data mining algorithms. Data mining algorithms usually need to scan 

through the training data for obtaining the statistics to solve or optimize model. 

For those people, who intend to hire a third party such as auditors to process their data, it is very 

important to have efficient and effective access to the data. In such cases, the privacy restrictions of 

user may be faces like no local copies or downloading allowed, etc. So there is privacy-preserving 

public auditing mechanism proposed for large scale data storage.[1] This public key-based 

mechanism is used to enable third-party auditing, so users can safely allow a third party to analyze 

their data without breaching the security settings or compromising the data privacy. In case of design 

of data mining algorithms, Knowledge evolution is a common phenomenon in real world systems. 

But as the problem statement differs, accordingly the knowledge will differ. For example, when we 

go to the doctor for the treatment, that doctor’s treatment program continuously adjusts with the 

conditions of the patient. Similarly the knowledge For this, Wu [2] [3] [4] proposed and established 

the theory of local pattern analysis, which has laid a foundation for global knowledge discovery in 

multisource data mining. This theory provides a solution not only for the problem of full search, but 

also for finding global models that traditional mining methods cannot find. 

 

IMPLEMENTATION: 

We built a prototype application to demonstrate the concept of mining big data. We used Apache 

Hadoop to have a distributed programming framework with Hadoop Distributed File System 

(HDFS). Our application demonstrates clustering with big data that can be used to group similar 

objects.  
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Figure 2 – Launching the distributed programming framework 

 

As seen in Figure 2, it is evident that the Hadoop environment is being launched and the underlying 

programming paradism is “MapReduce”.  

 

 
Figure 3 – Web intrface for hadoop 

 

As shown in Figure 3, it is evident that the web based interface for Apache Hadoop. The interface 

can be used to view the infromation abou the framework and the undelrying file system.  

 

 
 

Figure 4 – Web based inteface for spectral clustering 
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Spectral clustering is performed to mine data. Before actually making real clusters spectral clustering 

can help reducing dimensions in order to improve the performance of clustering The performance of 

the clustering is as shown in the graphs below.  

 

 

 
 

Figure 5 – Characteristic evaluation 0 

 

As can be seen in Figure 5, it is evident that the iterations in the spectral clustering are evaluated. The 

graph here shows the evaluation of iteration 0.  

 

 
 

Figure 6 - Characteristic Evaluation Iteration 1 
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As can be seen in Figure 6, it is evident that the iterations in the spectral clustering are evaluated. The 

graph here shows the evaluation of iteration 1.  

 

CONCLUSION: 

Big data has become a buzzword these days. As data is growing exponentially big data concepts and 

big data analytics become very important for real world businesses. It is possible to have big data 

mined using distributed programming frameworks like Hadoop. The programming paradigm used for 

mining big data is Map Reduce. The file system used in Apache Hadoop is HDFS. The aim of this 

paper is to characterize big data and demonstrate the usefulness of mining such data. Towards this 

end, we built a prototype application that demonstrates the mining on big data in a distributed 

environment. The results revealed that the proposed approach is useful to extended it further to 

support more useful algorithms in future for big data analytics.  
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